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ABSTRACT

A dual-loop gradient 6pt1mization method is described which was
developed for the solution of design synthesis problems on large multiple
stage liquid propellant launch vehicles. The complete formulation of
the system optimization equations is presented.

The procedure was mechanized in a digital computer program that
incorporates an advanced version of the PRESTO trajectory optimization
routine. This program was applied to a series of model liquid launch
vehicle design problems using radically simplified equationg for the
relationships between the design and the Jettison weights. The results
from those problems are described in detail.

A convergence study was conducted to investigate proplems
encountered with the system optimization computer program. The gradient
optimization problem was reduced to a problem in two contro}s and a high
speed computer routine was used to investigate the behavior of various
gain selection and non-linear approaches. Representative results are
presented for these convergence studies.

Brief convergence studies were also completed using the system
optimization computer program. The results are presented from a systematic
study of the influence of optimization gains on the program behavior.
Results are included from two experimenté.l cases run with a modified
parabolic fit routine developed to accommodate some of the gecond order
influences.

' :Most of the gain selection and non-linear techniques investigated
demonstrated substantial improvements in convergence on selgcted problems,
None of the techniques demonstrated consistently superior hehavior on all
Problems over that of the original gradient routine.

 The basic problem remains. The current system optimization routine
does not consistently reach solutions within the number of iterations or
with the accuracy of modern gradient trajectory optimizatiaqn programs,
Some pev approaches are therefore suggested that offer the promise of the
consistent bebavior so necessary for practical optimization routines.
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TERMINOLOGY

Nozzle exit area
Nozzle throat area
Propellant characteristic velocity

Motor weight coefficient

Vacuum thrust coefficient
Interstage weight coefficient
Tank weight coefficient
Determinant

Constraint changes

Exchange ratio parameters
Payload

Acceleration due to gravity

Conversion constant for mass to weight

Vacuum specific impulse
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Jettison weight

Gradient coefficient

Gradient coefficient

Mass

Final mass

Jettison mass

Propellant mass

Time derivative of mass

Step slze

Propellant load

Chamber pressure or atmospheric pressuye
Dynamic pressure

Time derivative of q

Time derivative of q

Maximni dynamic pressure

Mass pertisls:rith respect to system variables

Constraint partials with respect to system variables



Radial coordinate from Earth center

Final value of radial coordinate from Egrth center
Gradient derivative sum

Gradient derivative sum

Gradient derivative sum

Constraint partials with respect to Program inputs, Y
Constraint partials with respect to adjustable parameters
Vacuum thrust

Burn time

Final integration limit

Iﬂitial integration limit

launch time integration limit

Velocity

Launch weight

Weighting factor matrix for control wvariables

Load supported by interstage

Pi’ pi, ti or e:1




X Program inputs with distributed effects (IBP, T,s Ae)

Y Program inputs without distributed effegts (J, t)

Y Weighting factor matrix for adJuAtahle perameters |
Y Flight-path angle i
6m° ~ Variation in launch mass

St Variations in adjustable parameters

e Nozzle expansion ratio }
n 1 Gain factors used for system loop

n Angle of attack in pitch plane

8 Angle between payoff and constraint vectors

A¢ : Control derivatives evaluated for mass

A* Control derivatives evaluated for constraints

kx | .Ad,joint variables

/] Mass density of a’anos:;here

P | vii
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Section 1.0
INTRODUCTION

The nature of the launch system performance problem changes as the
design departs more radically from existing components. At one extreme a
' series of existing components are assembled and rerformance is determined
by simulating the behavior of those components in a prescribed enviromment.
The variables that may be adjusted to satisfy the mission constraints are
almost completely divorced from the component design and system arrangement.
Maximum performance is achieved by varying the control history to produce
maximum payloed with fixed mission constraints or to meximize some mission
parameters with fixed payload. At the other extreme all comppnent and
system variables and the control history are free. Maximum performence is
achieved by varying both the design variaebles and the control history to
satisfy the mission requirements with the lightest or lowest cost system,
or to maximize the payload within selected weight or cost constraints. One
problem involves optimization of control with fixed system chpracteristics.
The other inciudes optimization of both the system characterigtics and the
control with come sizing parameters fixed. TIn its most generpl form it
embodies the complete synthesis of a launch system that in sope sense delivers
maximum performance.

The work described in this report considers a category of optimization
problems that is between these extremes. Many of the launch pystem charac-
teristics are fixed so that the synthesis problem is reduced to one that
Includes only selected variables. The influence of some varipgbles such as



the number of stages, the specific impulse of the propellants used, and
the structural efficiency are evaluated by trial and error. C(thers,
however, such as stage propellant capacities and thrust levels, are
included directly in the optimization process along with the gontrol
history.

A gradient technique is used to solve this reduced launch system
optimization problem. The approach closely parallels that used in the
PRESTO1 and PRESTO II2 camputer programs developed by IMSC foy the NASA
Langley Research Center during 1964 and 1965. The procedure vas first
applied by IMSC to design optimization problems for large multi-stage solid
propellant lavnch vehicles carrying payloads to low altitude earth orbits.
This early work considered both maximum performance and minimum cost
problems. The digital computer programs developed for that purpose success-
fully determined the combination of up to sixteen design varisbles together
with the attitude program that produced maximum payloed or mipnimum cost.

The operation of these programs proved somewhat difficult. Convergence
problems were frequently encountered and multiple passes were required to
achieve acceptable solutions. The Programs were &8lso slow, requiring about
.5 hr. UNIVAC 1107 time per run. It was consequently expensiwve to experiment
with the optimization gain and step size selection techniques required to

resolve these convergence difficulties.

During 1966 two events occurred that carried the promise of circum-
venting the difficulties associated with these early programs. The PRESTO II
computer program which offered about a factor of five increaspg in speed for
control progrem optimization was completed. New UNIVAC 1108 pomputers were
introduced that provided an additional factor of five speed improvement with
only a moderate cost increase. The potential was thereby crepted for at least
an order of magnitude reduction in the computer costs for solwing launch system
optimization problems. It was then possible to economically experiment with
the convergence problems that plagued the earlier progrems.
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In early 1966 IMSC proposed3 to NASA Langley Research Center a low

level, 9-month study with the following objectives.

1) Adapt the solid propellant launch vehicle optimizgtion program
to a simpler, liquid propellant launch vehicle prgblem.

2) Incorporate the new PRESTO II control program optimization
routine.

3) Run a matrix of mission-vehicle optimization problems to
determine the sensitivity of performance to the dgsign
variables and to identify convergence problems.

k) Define the program changes required to include a dynamic
pressure constraint during the optimization.

Work was initiated on this study in June 1966 under Contract NAS 1-6395.

The results from the study are presented in this report which
includes a conceptual description of the optimization progray logic, the
derivation of the optimization and dynamic pressure constrainmt relationships,
and results from the optimization and convergence studies,

1 PRESTO- Progrem for Raptd Earth-to-Space Trajectory Optimipation, NASA
Contractor Peport NASA CR-153, Februrary 1965, '

2 PRESTO II- A Digital Computer Program for Traigpto:ygggggmlzation,

NASA CR-686, February 1 T

3 ILaunch Vehicle Optimization 8 » Technical Proposal, IMS{ 89lik 37,
February 1965, .—O‘E—_—t&
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Section 2.0
. ANATYTICAIL APPROACH

2.1 Optimization Concept

VA gradient optimization procedure is used to determine the combination
of launch system parameters that produces meximum payload and simultaneously
satisfies the mission and sizing constraints. The approach 1g somewhat
unusual in that the trajectory optimization process has been geparated from
the system optimization process. The operation is outlined in Figure 2-1.

Nominal system characteristics are defined by selecting a set of
numerical valves for the design variables that must be optimiged. 1In this
discussion these variables will be called the system controls, The design

equations are next used to define the input parameters necesstry to simulate
§ - the ascent trajectory. The trajectory control history is now optimized

| using the PRESTO or PRESTO II gradient optimization routines to satisfy the
mission constraints and to determine maximum payload for the gelected nominal
system controls.

Exchange ratios are then computed that define the derivative of payloai
' with respect to each trajectory program input under the condition that the

| mission constraints remain satisfied. These exchange ratios are combined with
propulsion derivatives and numerically formed jettison weight partials to
produce the optimization partials that will be used for optimization of the
system controls. The optimization partials are the derivativas of final payloead
and launch weight with respect to each system control.

System control changes are now computed to produce selacted changes in
launch weight and payload using a steepest descent computation. These changes
are added to the original system controls selected for the naminal vehicle and
the design equations are re-entered to produce & new nominal. The entire
process is then repeated until a specified minimum payload improvement can no
longer be achieved without violating the launch weight or mission constraints.

. : 2-]




i Figure 2.1

‘ LAUNCH VEHICLE OPTIMIZATION FLOW DIAGRAM
MODIFIED FOR HIGH SPEED OPERATION
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This optimization concept involves two gradient optimization loops,
one for the system controls end one for the trajectory controls. The tra-
Jectory loop operates inside the system loop and a complete trajectory
optimization is required for each system loop iteration. Infarmation is
fed between the two loops in the form of exchange ratios and the launch and
burnout weights for each iteration. A direct output is available from the
trajectory loop in the form of the intermediate trajectory iterations and
the final optimized trajectory for each vehicle iteration.

The dual loop concept ca&n be considered an intermediate step between
a direct simultaneous optimization of both the trajectory and the launch
vehicle and a technique where the vehicle adjustments are detgrmined
separately and then tested on the trajectory optimization program. Tt
carries the advantage of the latter in that a complete design, its maximum
payloed and ascent trajectory are available st each iteration. It has the
disadvantage of substantially increased run times since the nymber of tra-
Jectories computed is equal to the product of the inner and oyter loop
iterations.

The dual loop approach was selected both for expediency in producing
an operating optimization program and to keep the system and trajectory
influences separated so that we could take advantage of the fgel that had

already been established for the trajectory optimization and gystem optimization

Processes. The concept proved particularly useful in that it appears to be
mere easlly understood by those familiar with previous system optimization
techniques. It also provides the intermediate output necessary to convince
& customer that a systematic procedure has been completed thay converges
toward an optimum system,

For the future some questions remain about the approach for an ultimate
system synthesis program. The direct simultaneous optimization of both the
system and the trajectory obviously offers the potential for the shortest run
times. The dusl loop approach may, as discussed in Section 3, offer some




advantages when significant nonlinearities are encountered in the system
characteristics. The convergence problems that will be encountered with
the simultaneous approach are as yet unknown and should be explored further.

2.2 Optimization Formulation

The arrangement selected for the optimization equations was based on
the requiremeuts of earlier solid propellant vehicle optimization studies.
The system design parameters that proved most convenient for this work were
the propellant loads (P), the chamber pressures (p), the burn times (t),
and nozzle expansion ratios (e¢) for each stage. In order to minimize the
number of program modifications required for this study, this set of design
parameters has been retained. However, the chamber pressure and nozzle
expansion ratios remain fixed at the nominal input values for each case
considered, since the weight equaistons used for the liquid propellant launch
vehicles do not reflect the influence of changes in these parsmeters. The
design parameters or system controls then become the propellant loads and
burn times for each stage. The following equations relate the system controls
to other parameters of interest, such as vacuum thrust and specific impulse.

T, = CvaAt where c:Fv = f£(e)

=
=]

Tt T t
v

8ol P (2-1)

v
= "gm °©
&
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The optimization problem is formulated for the system controls by
writing the following equation in payloed (f£) and launch weight (W) with
changes in the system controls. 1In this case the launch welght represents

of ‘
6f = z 'a—}-q- GXi (2-2)
i
oW
W = 2536; 8%, (2-3)
i

& constraint on the system design during optimization and is used to prevent
the size of the system from increasing without limit as pa}lqad improvements
are sought. The steepest descent solution to these equations is defined by
the following, |

86X
i of oW =
-ﬁ-:-[- = Kf 3-5{-1- + Kw 'ﬁi (Tli = gains)

which asserts that we will move each of the system controls in proportion to

i1ts effect on both the payoff and the constraint. When this solution is
substituted into the previous equations, the following expregsion is derived for
the control changes necessary to achieve specified changes ip the payoff and

constraint.
6t Sp JSF G:l
6X:I_ - oW Sw ! of + SIE'W 5 oW (2-1&)
Ny D X, D 3%,
where 5
- af
sF' - Z(ﬁ;) nj_ A
i .0
_ df oW
= Lo X, M
i -




It is interesting that Eg. (2-4) can be rearranged as follows}

af >f
3%, i F 3%,
Ny Xy W1 sp 4 |'FW 03X, 5W
B )

Notice that this form of the expression is directly comparable with that used
in the trajectory program where we have separated the influences of the
constraint and payoff. In this case the multiplier of the payload improvement
corresponds to the mass row of the B matrix in the trajectory program and the
multiplier of the launch weight change corresponds to the remgining elements
of the B matrix in the trajectory program.

The optimization procedure followed to determine the bgst combination
of system controls is remarkably similar to that used in the PRESTO trajectory
progrém. System control chenges are computed for selected payload improvements
and simulteneous launch weight adjustments using Eq. (2-4). 7hese changes are
then added to input nominal values and the new design is tested to determine
whether the desired performence improvement was achieved. Thq>results of this
test determine the course of action to be followed for the neyt iteration.

The first step in the solution for the system control g¢hanges is to
establish the changes in payload and launch weight for Eq. (2+4). The approach
used in the system optimization loop is again similar to that used in the
PRESTO trajectory optimization loop. The solution to Eq. (2-2) and (2-3) 1s
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rearranged in the form
b—ﬁ - [SFBW - SF"(afJ aw . » XSRS . T
22 00Ny D X,

X, T ST - SWGWJ

D

and substituted back into the expression for the change in bayload. The
resulting equation is

: 5% 2 5 - S
br = [swsf ? smsv;{ ZTi - {:iéf - smﬁvl oW (2-5)
’ i

This manipulation has rearrenged the expression to combine the control changes

so that the initial step size estimate can reflect our feel for the nature

of the control changes rather than our guess at the payload improvement. It
could be used directly in this form by solving the quadratic for payload
improvement as & function of the combined control changes and constraeint
8djustment. Problems can arise, however, if the cohstraint adjustment is of
such magnitude that the estimated control changes are inadequate to satisfy
that requirement alone. Mathematically, this situation causes imaginary
numbers in the expression for payload improvement. We have s therefore, resorted
to & procedure where the constraint changes are separated as follows: Eq. (2-5)
is first solwed for the case of fixed constraints by zeroing the constraint '
change terms; this gives the following relationship between the payload change
and the control changes. ‘

X
e = MDY L g 2 - (2-6)
v 70 W

The multiplier of the control chenges in this expression is the gradient of
the payload under the cordition that the constraint remains ‘fixed, as such
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it will approach zero as the optinmum combination of system controls is
approached. A second solution is added to Eq. (2-6) to accommodate the
constraint adjustment. This solution is developed by solving Eq. (2-3) as
though we were concerned with constraint changes only. The steepest descent
solution to Eq. (2-3) then becomes

86X
Ny 8 K

and substituting this into Eq. (2-2), we have
6f = =t sy . (2-8)

This expression relates rayload to the constraint adjustment under the condition
that the constraint adjustment is achieved with a ninimum of suym square control
change. The procedure is essential to the understanding of the performance

- exchange ratio formulations that will be developed later. Adding this result

to Eq. (2-6), we have .. ' : -

82 = N 1/?’_3- + ;f;—w oW (2-9)

The basic expressions have now been defined for the system optimization
loop. 1In the optimization program the sequence begins with & launch weight
correction run using Eq. (2-7) to define the system control changes. Eq. (2-9)
is then used to estimate the payload improvement for the first system optimization
iteration. The technique from this point differs from the PRESTO approach in
that we continue to use Eq. (2-9) at each iteration to estimate the payload
improvement for the next iteration. The result is a constant step size operation

-ra.ther than the expanding step size operation of the PRESTO program. After an
unsuccessful case, the step size is halved by halving the quantity N from
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Eq. (2-9) and the process is continued until the reyload increment computed
from Eq. (2-9) becomes less than & pre-selected minimum.

In order to help with the evaluation of the convergence process, one
additional set of optimizetion parameters is computed. These parameters are
designated the optimization derivatives and represent the derivatives of
payload with respect to the system controls under the condition that the con-
straint (launch weight) is held fixed by & minimum sum square sdjustment in
the remaining controls. Algebraically, this is written

of - of p oW of
X, X, T 8% W |,
w 1
The new term in this expression is %% vwhich is formed by dropping the
X
i

derivatives related to the cbntrol from each sum used in the equation. Thus,

of W .
ar | _ 2z _ ow (Sgy 0% X4 (2-10)
oX, X, X, 2
v - n,
(B‘)'c; 1

This is the exbression used to compute the optimization derivatives which
will approach zero as the procedure &pproaches the optimum combination of
system controls. Thié completes the derivation of the relatianships used
for optimization.

2.3 Exchange Ratio Formulation

The key to the approach used for the system parameter optimization
program lies in the derivatives that link the inner and outer loops of the
optimization process; that is, the performance exchange ratios. These
quantities are defined as the derivatives of final mass with respect to each
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of the trajectery program inputs, under the condition that the mission constraints
remein satisfied. They are computed following a trajectory optimization sequence
before the final guided run is initiated.

The assumption used is that the trajectory control history is readjusted
in & minimum integral square sense to maintain the constraints as the pProgram
input veries. While this at first glance seems rather arbitrary, it is
important to recognize that if an optimum trejectory has been obtained before
the exchange ratios are computed, then the assumption used for the control
readjustment is unimportant. This is true because any departure from the
optimum control history - produces no first order change in the final weight.

The description of the exchange ratio formulation is daveloped in the
following paragraphs, first for a simplified problem that is used to illustrate
the procedure. The results are then expanded to the form of the complete
expressions used in the optimization program. Although only the fixed final
stage or varisble launch weight option of the trajectory program is used by the
system optimization program, exchange ratios will for completeness be derived
for both the variable and fixed final stage options. This is éonsistent with
the history of their original development and might therefore help to clarify
the approach.

2.3.1 Simplified Formulation

Consider first a single-stage vehicle operating outside of the atmosphere.
Exchange ratios for specific impulse and initial weight will he evaluated since
they are representative of the two types of parameters o be treated. The
distinction is that weight change will occur at a point in the trajectorvahile‘
the specific impulse bhange is distributed over & region of the trajectory.

This formulétion is developed for a two-dimensional trajectory which satisfies
® constraint on redius et the emd of the trajectory. The equations of motion

2-10

o agmiamesy ettt



of the trajectory program inputs, under the condition that the mission constraints
remain satisfied. They are computed following & trajectory ontimization sequence
before the final guided run is initiated.

The assumption used is that the trajectory control history is readjusted
in a minimum integral square sense to maintain the constraints as the Program
input varies. While this at first glance seems rather arbitrary, it is
important to recognize that if an optimum trajectory hes been obtained before
the exchange ratios are computed, then the assumption used for the control
readjustment is unimportant. This is true because any departure from the
optimum control history - produces no first order change in the final weight.

The description of the exchange ratio formulation is developed in the
following paragraphs, first for a simplified problem that 1s used to illustrate
the procedure. The results are then expanded to the form of the complete
expressions used in the optimization program. Although only the fixed final
stage or variable launch weight option of the trajectory program is used by the
system optimization brogram, exchange ratios will for completaness be derived
for both the variable and fixed final stage options. This is éonsistent with
the history of their original development and might therefore help to clarify
the approach.

2.3.1 Simplified Formulation

Consider first a single-stage vehicle operating outside of the atmosphere,
Exchange ratios for specific impulse and initial weight will be evaluated since
they are representétive of the two types of parsmeters to be treated. The
distinction is that weight change will occur at a point in the traJectory while-
the specific impulse Ehange is distributed over a region of the trajectory.

This formulation is developed for & two-dimensional trajectory which satisfies
& constraint on radius at the end of the trajectory. The equations of motion
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, and mass flow rate can be written as

T
F = V = E—Ycosn-gsiny
. Tv v g
G = ¢y = -ﬁsinn+(}--v) cos Y

H=1r = Vsiny

I:mz-v

g I
° “sp,
vhere n is the angle between the velocity and thrust vectors, and the

definitions of the remaining variables are given in the terminology list, p. 1iv.

Assume that & nominal trajectory meeting terminal conditions has been
determined. One is interested in finding the influence of changes in the
vehicle pareameters on paylosad, assuming that the angle of attack is adjusted
so that the terminal constraints are still satisfied.

' The adjoint differential equations, with the partial deyrivatives
evaluated along the nominal trajectory, are

Dy 3G

oH
T " oFwN O Cwh
d\

JF oG oH

T " “wN RN CSA
dl .
r oF oG
T " FEN CmN
a —

m OF oc
T " "mN OtmN
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Their solution has the following property:

[psversven oran om] = [poven sy e bra A ta] o

t=t, .
t . P _
-‘[o(xy-rxag én dt - J'oxai- 61 adt (2-11)
v on Yy on m 31 5Dy
ti’ tr pv

The initial conditions for these adjoint equations are specified at the time
the stopping parameter is reached, t 2 They are functions only of the terminal
constraints and the stopping parameter. One separate solution of the adjoint
equations is required for each terminal constraint and one for the payoff

function, mass.
]
At the initial time, t_, the perturbations 5§V, 8y, and S§r are zero.

Furthermore, 6Ispvis constant. Assume radius to be the only terminal con-
straint and let the second subscripts @ and | indicate that the adjoint
equations are solved using the initial conditions associated with mass and
:adiué , respectively. )

Using Eq. (2-11) and assuming we ere on the nominal trajectory at t,
the expressions for terminal deviatlions in mass and radius are

t
Gmfg 1m¢5mo + J.OA¢5‘H dt-R¢6189v
t
f | (2-12)

[e]
brp= Ay tm + j A*m'dt-nvblapv
te
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where
S %L,
and -
to
oI
R j Amﬁ—- dt
t 8p.
b g
and
me = Arf = 1.0.

We have assumed a nominal trajectory that meets terminal conditions, i.e.,
érf = 0. In order to maintain this condition in the presence of Perturbations
in initial mass and specific impulse, 1t will be necessary to adjust the

angle of attack, 1. The minimum change in n that will enable the terminal

‘conditions to be met is found by setting 6n = CA“. Substituting én in

Eq. (2-12) gives

= ] +
Gmf R¢ I CI ¢

(2-13)
érf = lmw émo --R' 6I8Pv + CI"
where

%
[

¥
te

and ]ii » correspondingly. Solving for C, with the condition that érf = 0,
one obtains &n
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- ]
km¢ 6mo + Rv Isgv \

nos Tyy \

To determine the influence of these perturbations on final mags, substitute
for 6n in BEq. (2-12) |

6mf = (Xm¢- mmw) 6m0~ (R¢ - URW) 6IBPV | (2-14)
where |
U = ﬂg
Tyy

The coefficients of 6m_ and of 61s in Eq. (2-14) give the influence of these

perturbations on final mass, assuming the angle of attack is sdjusted to

meet terminal conditions. They are the exchange ratios for mo and Is e

Py

2.3.2 Expanded Formulation

Moving now to the more general form of the exchange ragio equations
end adopting the terminology used for the PRESTO program, the expresssions
for changes in the terminal constraints may be written.

t t

PSS ¢ p i '
ay = J' Ay Baat + 8 6T + I Agy SX 8t + sy, 8Y (2-15)
te b
vhere
A A . . . Ao |
x, e, XN
A A . . . .
X X2,
Ax = . L] L] L] L] L]
A A . . . A
1
L Xlye 240 Xﬂjc-.
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. representing the time derivatives of the partials of final mass and each
' constraint with respect to the program inputs Xl,' X .. . XN that have

distributed effects. 15“ contains 2ll but the first row of Ay
Where ~ -—

S %%, - ¢ Sm ‘
%, %re, y y y

a! . SY13 . . . .
sYlJc . . . SY'Ndc

representing the partials of final mass and each constraint with respect to
the program inputs Y1, Y2 . . . YN, that have no distributed effects. S!'
contains all but the first row of SY The elements of Ax are formed in an
analagous manner to those of A using

. Ay = )G

where

aF JF . ] ) 3F |
X1 o2 OXN
3G 3G . . . .
X1 32
aI . L ] L] L ] - -~
ox1
BK * : ] * [ ] .

¢= |
3m ) . 3 ) .
el ,
3 i .. . )
X1
3T 3 . . . A
X1 kY XN
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As in the previous example, Eg. (2-15) 1s solved by setting the control
change proportional to its effect on the constraints. Using PRESTO terminology,

a— . S e

sa = w'lAf c
and
-1.T
S
Y " c
where C is an arbitrary array of proportionality constraints, and W and Y
are the gains. Using these solutions, Eq. (2-15) becomes
Tt t
1 1,T 1.7 1
A W™ A dat + S Y &8 +[ 86X at + 8Y
[ awin v YOSy © by Syy
t, ot

ot =

ay =
2

This is solved to eliminate C and determime the values of &y and 5T that

correspond to 4y = O. Thus,
©t -1 Tt
cC = - J'iA w'lATdt+ sar'lsT J'l §X dt + 5Y
¥ ¢ Sy Yg Axe Sye
Ty . t
and
"t -1 ¢ r
8, = - wial j Y wlalat+s y LT " 6X dt + S.. 67
= 5 ¥ V v ¥ 5 Ay Syy
I 1 L% _
Fti T t, -
-1 .7 -1 ,7 -1.7 ‘ ‘
= - WAL & 86X at + 5
o1 Y Sll! J‘A* ¥ t+s¢x s? JAH Sﬁ Y
_tf ' J bta —
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fm =

Sm

where

i

Now write the equation for the change in final mass,

1 1
_[' pgoat + 5 6t 4 _f Ayg OX at + 8y 6

e t

Substituting for 6¢g &nd ot
t

g

b 4

t
-1T =17
AW A dt + SY “S;
(A (]
* t
65X dt + oY +
[ Ax Sy
t2 t2

(T¢ -»UTW) Y + _(R¢’ - UR‘) 5%

%/

t

1
J' Byt T4 = Sy

Ty = Sy

A'fdt+s¢r'1s$ _[A

i
[ agv?
3
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If we now assume that the distributed parameter changes &§X are constent over
the region considered and regroup the terms, the equation becomes

(2-16)

w‘lATdt+s y1sT

(R

This equation corresponds directly to Eq. (2-14) in the simplified example.
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‘ At this point we must define the variables for which exchange ratios
are to be camputed. These variasbles are

launch mess . o,

stage jettison mass m 2

stage burn time ' t

stage vacuum specific impulse Isp

stage vacuum thrust ’1‘v v .
stage nozzle exit ares Ae

The first three variables have non-distributed effects.and their exchange
ratios will be of the type defined by vector T in Eq. (2-15). The last
three parameters have distributed effects and their exchange ratios are
defined by vector R. More specifically following the Program terminology,
we can write

Bmf = e 5mo + Z (e1 éIsp +.e, GTv + eg 6Ae + e, 6m3) + Zes &t

’ no. of ' all but
stages the final stage

where
) S
eh correspond to Ya
e5 Y3“

and
el 3 le |
'e2 correspond to { X2 |
e ' ; . ‘f

3 13 |

Notice that the propellant mass is implied by this equation and may be obtained
from the other variables using the reletionship given in Eq. (2-1). Also, if

.
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the launch weight is varied independently from the other barameters then the
last stage burn time and propellant load must vary. This corresponds to the
operation of the fixed launch mess option of the PRESTO program where the
stopping condition determines the propellant and burn time for the final stage

The partial derivatives ma&y now be written for the matrix G.

oF

sT— = O
Ist
F _ 1
5@ = p o5 MNcosx 8gnA
JF = -p oF
oA, b‘m:
oG - 0
oL
sp_
3G 1,
3T, = mysinn semA
v
0 . .p%
oA, aT,
oH = 0
o1 >
P, s

ai' - 1 cosnsinx sgn A

BTv mV cos Yy — e
oH = -p -al
oA, 3T
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aJ = J = oJ = 0

oK = 3K - ) =0
T ez, FT'; EI;

m _ Tv

oI - 2
SPy & Ispv

% .1

aTv & 5P,

om— = 0

BAe

Before e " can be computed, the elements of matrix S! mst be defined.
By direct analogy with the simplified example SYl and S!2 are the adjoint
variables for mess evaluated at the time tl at which the mass change occurs.
The remaining parameter in SY is the burn time, t. Examining conditions at
the end of a stege

o

oY ox .
3t 3}% 5t M = Sy
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and the SY matrix is written

-

A
my

A
m,

t

t

(o]

(o)

2.3.3 Constant launch Mass Mode

Exchange ratios in the constant launch mass mode of .operation &re

computed first for the case of constant propellant mass.l
implies a relationship between the remaining propulsion variables I s
and t from Eq. (2-1).
variables the other two variables are alternately held fixed.

This immediately

T
’
P, vV

When computing the exchange ratios for each of these

When the !

trajectory program operstes in the constant launch mass mode, the exchange

ratios with fixed propellant mass therefore become

Am

o £ ot
T = & VeI
8P, Tv xspv Tv
= o P '
= e + o es )
v .

i.e., in all but the final powered stage.
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¥

_E = e_ 4+ e 3t amr = e, + e spv
aT 2 5 3T oT. 2 13T :
v I8 v I5 vy v ¢
Py pv
t
2 e, - == = e_+ e
2 Tv 5 2 omp 1
Bmf aIsp amf 3T
= e_+ e v =e_+ e
ot T 57193 |, T T 5 23t .
v v SP, ‘ BP.,
T T
o~ v = ‘.—!
= e5+8°mp ey e5 )t e2
amf ..
-em °
amr - .
EA_e 3
=
amJ

In the fixed launch ‘mass mode of operation, the propellant and burn time for
the final stage must very in the manner defined by the stopping paremeter. The
exchange ratios for the propulsion parameters for this stage therefore carry a
somewhat different interpretation. No burn time exchange ratio is defined amd
burn time and propellant mass are always dependent varisbles. In this case the
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the final stage exchange ratios become

The basic information has already been developed to complete the
exchange ratio set for the fixed launch mass mode of operation. Although no
exchange ratios have been defined for propellant weight, these may be derived
franthoseforlsp,'l‘vandtnsing '

v
> S B

om aISP =~ 8P, 5t

f = e V_ = ’ "‘-‘Y‘ :el
35; T, t 1 omy o ot T <
;ﬁ e aT' = 80 Ist‘.'_eek

m_ . *= S om_ t

P ,‘Isp" t P I,p', t
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The propellant mass exchange ratios are not defined for the last stage in this

mode of operation. A complete sumary of the exchange ratios for the fixed
launch mess mode is presented in Table 2=l.

2.3.4 Fixed Final Stage Mode

When the trajectory program operates in the fixed final stage option

where launch mass now becomes & dependent variable the constant propellant

mess,exchange ratios derived in the previous section must be modified as

follows
amf ‘ i} am:‘f . amo .
354 PO ox,Y m 3X,Y o
final °
stage

4 /

amo o amf | . Z(axn . Bm’ )
SX,Y aX,Y Pixed oX,Y oX,Y
final ’
stage

————m
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EXCHANGE RATIOS FOR FIXED LAUNCH MASS MOIE

4801€ c=2

Independent Variables held Final Mass Partial
Variable Constant Lover St s Final St
.t
m I e, = - e
. p’ “sp, 2 Tv 5 2
v
t
m,t e, + - e -
P 2 8, np 1
Tv
mp, Ispv es - %'- 2 -
t
T
v
m, T e. + -
57 &8, m 1
m, - e, e,
Ae - e3 e3
mJ - - eu 2
8, I“Pv
IBPv
mp Tv’ t - % -
P'
8, I"Pv
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thus

om : om (am am )
g 1 b J
e e = + FL + e
final °
stage

The jJettison mass and propellant mass pertials in this expression are
zero unless the jettison mass or propellant mass are the dependent variebles.
In that case the partials are equal to one.

A complete set of exchange ratios is also now availsble for the final
stage since it is possible to fix the burn time and propellant mess for that
stage when the launch mass becomes the dependent variable. This stage remains
unique, however, in that the burn time derivative eé does not enter the
relationships. The effect of last stage burn time variations is already implied
in the e defined for the fixed launch mass option. A complete summary of
the fixed final stage exchange ratios is presented in Table 2-2. -

These are the exchange ratios used in the system optimization program. -

2.4  Formulstion of Optimization Partials

It is now a straightforward process to form the partial derivatives

of end LN that are used in the system optimization program. These derivatives
Sxi axi

are written for convenience in terms of the exchange ratios that have already

2-26



. Table 22

EXCHANGE RATIOS FOR FIXED FINAL STAGE MOIE
* ] .

¢ =i
Independent | Variables held Final Mags Partial .
Constant ———eeee
lower Stages l Final Stage
P
* g, I *
u
mp, Tv e Gl + Tv es) e =
g. m * 3
°o_Pp (*)
mp ¥ J(ﬁ =3 °2) e <°1 + —t& °2)
T %
mp) spv ere2 7 e 5) e ea
* t t
m,t efe, + e) ele, + e
P ( 2 o % 1 Q( 2 o mp 1)
1 »*, Ky * Tv
mp,. pr e (e5 - T e2) -e Tea
T T
%* v % v
m, T e (e + e ) e e
)2 5 & Ty 1 &, mp 1
* e* e
- e e3 3
*
1o o “sp, ) -
’ e e_ +e e e
pr v Tv 5 (e} o
I I
T, % FPy »f SP.
v el- = e, +e, e |- e, + L
* o Isp * € Isp
Ispv’ t e T e, +-e e s e, +e
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= v P,t +
J
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ar » Ty ar A o 3T
at 3t T 3T 3t|p . 3T
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3 aT, 34
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o¢ ] 3¢ de de de 9A i de
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of ow
When the optimization partials and are formed, the remeining
3K, 3%,
system controls are held constant and the rows in g% and % reflect this.
i i

The partials used in these expressions will be defined in the following
paragraphs.

The exchange ratios for the fixed final stage option derived in
Section 2.3 can now be used for the elements of the matrix E and for g
- appearing in Eq. (2-17) for g—)r( . Teking the terms from Table 2.2

the» exchange ratio partials become

e i 2
P om
, t
Tv’ Pl v,'l‘.
P}
af i ot
FI: = & 3T,
P,t t
a S
t ’ (o] t
P,T, T,
ar N s
oA & FA;
34 - ong
kX ] E;
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The propulsion relationships given in Eq. (2-1) have already been

used to develop some of the partials eppearing in the metrix %—;’5 . The

1
remaining elements of this matrix are rather obvious and the complgte

matrix is given below.

1 & 0 fS
P P
A
0 0 0 - 5‘2
oSFF
—_— iy A
oXy 0 -X 1 - -c
t t
aC
0 3_ ._FV 0 E
CF ¢ €
» v A
BCF

vhere T end A, are defined by Eq. (2-1) and 5z Y is a numerically deter-

mined derivative from Figure 2-2 which defines C. as & function of €.

Ty

The final derivatives to be evaluated are the jettison weight

% - Jettison weights are defined for the liquid propellant
launch vehicle study by the following equation.} ’

derivatives,

J = CTP+CETv+CSWPL

yhere c g Bare inputs end remain constant during a run and wPI. is the weight
carried by the stage considered (i.e., nose load). Derivatives are formed
numerically rather than algebraically so that the equations can readily be
replaced by more complex relationships. For these operations, Tv is replaced
using Eq. (2-1) so that the jettison weights are expressed directly in terms

I Suggested from an analysis made by J. D. Bird of .NASA langley Research Center.
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of the system controls.

Jd = ChP + C

T E + C, W

C.C*pP
Fy s "pL

g, t

Each stege in the system influences through wPL the stages below it,
creating a series of cross derivetives for Jettison weight that define
the interstage influences. In the system optimization program these
influences are also defined numerically by differencing all of the stage
Jettison weights edach time & system parameter is perturbed.

2.5 Dynamic Pressure Constraint Formulation

An important relationship has been ignored up to this point for the
launch system optimization problems being considered. Usually the 1a.unch¢
environment significantly influences the system design. This in turn '
influences performance indirectly through the Jettison weights and directly
through the geometry and its associated aerodynamic characteristics. In
large low acceleration launch systems the welight to drag ratio is high and
the major envirommental feedback is through loads and heating to jettison
weights. In small high acceleration systems the direct aerodynsmic feedback
is proportionetely higher and mey be as significant as the feedback through
Jjettison weights.

It would not be very difficult to formulate optimization equations that
would properly accommodate these effects. A problem arises however when it
becomes necessary to define the partial derivatives that relate the launch
environment to the jettison weights and the geometry to the aerodynamics.
‘Usually these effects are established through a rather involved analytical or
empirical procedure that is cumbersome for the problem at hand.
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The problem can be solved crudely by constraining the launch environment
during the optimization so that the jettison welght relationships properly
reflect the situation. The environmental constraint can then be adjusted by
a trial and error process and the system re-optimized with new Jettison weight
relationships that reflect those adjustments until the maximum payload is

-determined.

An alternate approach would be to ignore the environmental relationships
during the optimization, use the resulting environment to define new weight
relationships, use the new relationships to run a new optimization, etc. This
method may be divergent and partly for that reason is not considered as
desirable as the first approach. More importantly, however, it is a dead-end

because the mechenism is not developed for accommodating environmental derivatives

should they later become available.

A single environmental constraint that does reflect & major portion of
the environmental feedback is the peak dynamic pressure. This parameter is
therefore used in the following discussion where a formulation is developed

to constrain peak dynamic pressure during the system optimization. The approach

is general in that it is applicable to any envirommental factor affecting the
design; whether it be one that is encountered at some point along the trajectory
or one that involves some cumulative effect that is a function of the trajectory
history. The formulation has not been included in the optimization program at
this writing so we have no practical experience with the behavior of the program
vith the dynamic pressure constraint included. This could be the subject of

a future study.

For the present formulation the dynamic pressure constreint must reflect
the ability of both the trajectory control program and the vehicle control
program (i.e., the combination of design variables) to adjust peak dynamic
pressure. Another way of stating this 1s that the vehicle design derivatives
ar

Y and'%¥— must recognize the imposition of a constraint. Enough procrasti-
i b §
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nation forces one to the easy method of accomplishing this. Treat the con-
straint in exactly the same fashion as the terminal trejectory constraints.
Since design optimization studies practically do not require the use of all
six terminal constraints provided for in the PRESTO i:rajectory routine, we
will use one constraint for dynamic pressure. Logically, this means that a
set of adjoint variables will be initialized using the first time point
following peak dynamic pressure on the forwerd trajectories. The stopping
parameter for this constraint becomes q . It is interesting that the
stopping condition is always q = 0. Following the PRESTO formulation

8q = 8q - 254 = 5q
time for time for time for
q q q
max max max

This relation says that to first order the peak dynamic pressure point will
not shift on the time scale with changes in the trajectory controls and that
Initialization at q = 0 is equivalent to initialization using the time on
the forward trajectory for q = 0. The initial conditions for the adjoint
variables become

vzap
2

lr = 3¢ lm = 0
lv = oV X)‘ = 0
XY = 0~ Xw = 0

One additional precaution must be observed to avoid trouble when the PRESTO
closed loop formulation is used beyond the q point. The q constraint
miss must be set equal to zero in this region.

23



The introduction of this initialization logic and the incorporation
of the constraint error in the dy constraint miss list automatically imposes
& peak dynamic pressure constraint during the trajectory sheping process.
Purthermore, the exchange ratio formulation is such that the new constraint
1s also reflected in each derivative computed in the trajectory program.
This in turn mesns that the constraint is properly reflected in each design
derivative and the process is complete.

When the PRESTO II trajectory routine is in operation, the procedure
is directly analogous to that used with PRESTO. One constraint is replaced
with peak dynamic pressure. The derivatives aqmax and aqmax required for

Kg end L in the PRESTO II control equation OV omy
-1, T 1.7 "L
de = Z77Kg (KS 27" Kg) (dv__- Lg dmi)

are formed nﬁmerically during the development of the first stage table.
Dynamic pressure is tested at each integration step to detect the first
decrease. A parsbolic fit is then used to find qmax and the value is
stored. Differences in the stored Lrax values are divided by the kick angle
and lsunch mass perturbations to determine the derivatives. Only two deriv-
atives are required because Uax is not affected by later control changes.

Finally, a few comments are in order on the extension of the simple
dynamic pressure constraint to a more advanced program where the magnitude of qmax
is to be optimized automatically. Consider the constraint magnitude as a
design variable just like thrust and propellant load.

3 - 3 . 3J 3f
O oy I LR
J
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and

oW - f + 3J
3% pex 0oy 3% e
The derivative 5-31— will be available in the trajectory routine just like
Tnax 3
of

the derivative with respect to any other constraint. The derivative 35

Lnax

1s an exchange ratio that will also be available. Thus, if an were

known, all the elements necessary to include q as a design varisble are
known and the optimization could proceed. The new dynamic pressure constraint
will leave us but one short step awvay fram & fully-automated program that can

be developed as soon as the required structural information( J ) is
available. éqma.x
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Section 3.0

OPTIMIZATION STUDY RESULTS

When & new optimization program is developed, it is necessary to
conduct preliminary studies of typical optimization problems to gain
experience in the application of the new program and to identify areas
where the techniques require further improvement. In particular, for this
study we are interested in the application of the system optimization
program to multiple-stage liquid launch vehicle problems. Whenvthe study
was planned, it was decided that this experience could be developed by
applying the system optimization program to & selected number of specific
optimization problems. In addition to the objective of testing the program
performance on this type of pProblem, the final results themselves were of
interest, since they would help to develop a proper feel for the important
barameters to be considered.

As the study progressed it developed that we were somewhat frustrated
in our first objective because the program formulated specifically for this
study proved ineffective for many of the optimization problems considered.
Some solutions moved into regions for which the approximations incorporated
in the high-speed trajectary optimization routine were inappropriate. When
this was recognized early in the study, we decided to resort to a previous
Program formulation that included the full PRESTO trajectory optimization
routine; and the majority of the results discussed in this section were
developed with that Program. For the future the PRESTO II routine still
carries a strong potential for this type of problem, although some of the
approximations must be modified and considerable experience must be developed
with the application of the PRESTO IT trajectory routine to trajectory
optimization problems of the type that will be encountered during the system
optimization process. Extensive experience of this type had already been
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developed with the full PRESTO program prior to its application to this
problem and it was therefore possible to successfully complete most of the
optimization case matrix without further modification.

In the following sections fhe actual vehicle-mission matrix used
during the optimization study is described. The results for each case in
the matrix are discussed in detail and interpreted in terms of their
implications for liquid launch’system design problems.

3.1 Iaunch Vehicle-Mission Matrix

A matrix of ten launch vehicle mission combinations was run on the
system optimization Program to determine the combination of system controls
that produced meximum payload for a fixed launch welght. The complete
matrix is defined in Table 3-1.

Two low altitude circulsr orbit missions were selected to permit
investigation of the relationships between the ascent gravity loss and the
stage thrust levels or burn times. Coast periods were not used during
ascent to orbit because we wished to maximize the influence of the mission
requirements on the launch system characteristics. Experience has shown
that system characteristics are not as sensitive to orbit altitude when
coasts are permitted. Furthermore, the systems will optimize with high
dynamic pressure, short burn time trajectories that are not consistent with
the current weight equations. Ilaunch was assumed to be at 90 degrees
azimuth from the Atlantic Missile Range. Both two- and three-stage systems
have been included to provide for the information on the relationships
between velocity losses and vehicle characteristics. The vehicle parameters
that vary between the cases in this matrix are the jettison weight constants
and the propulsion system specific impulse. In the case of the three-stage

systems, the vehicle parameter variables for the matrix have been restricted
: '
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MISSION-VEHICLE MATRIX FOR
LIQUID IAUNCH VEHICLE OPTIMIZATION STUDY

Cage Circular Orbit Vacuum Specific Impulse Jettison Weight Factors
No. Mission Altitude (seconds)
(nautical miles) Stage 1  stage 2 Stage 3 Tanks Thrust Interstage
1 100 300 k25 - 425 .05 j.oe .008
2 koo 300 k2s k25 .05 .02 .008
3 100 k25 425 k25 .05 .02 .008
b koo 425 425 ka2s .05 .02 .008
5 100 425 k25 ——— .05 . .02 .008
6 400 425 ks . .05 .02 .008
_ : . .O75 Stgl
7 100 ko5 kos k25 .05 Stg2 .02 .008
.05 Stg3
.05 stgl
8 100 kas kos kos .05 stg2 .02 .008
' -075 stg3
.03 Stgl
9 100 kas k2s k2s .05 .02 stg2  .008
.02 Stg3
- .02 Stgl
10 100 425 kas k25 .05 .02 stg2 .008
. .03 Stg3

3-3



to the first ang third stages. Tt is felt that these variables will
demonstrate the extremes of the effects associated with these parameters.
It is also interesting to investigate the influences of engine weights on
‘the optimum thrust levels. The last two cases in the matrix are designed
to demonstrate this, again for stages one and three.

The design parameters or system controls that are permitted to vary
during the optimization process are the stage propellant loads and burn
times. The propulsion units were assumed to deliver a constant vacuum
specific impulse and the engine performance variation with altitude was
determined for the following fixed nozzle expansion ratios that remained
constant during the optimization Process. Under these assumptions the

Stage Nozzle Expansion Ratio - €
I = 300 I = 425
spv SP_
1 8.6 3.2
- 3.2
3 - 3.2

optimization of Propellant loads and burn times is equivalent to the
optimization of propellant loads and thrust levels. fThis is evident from
the propulsion equations defined in Section 2. For all cases the system
81zing constraint was a launch weight of 650,000 1bs. When the study was
initiated, no additional vehicle constraints were considered although in
the process of determining solutions for the first few cases in the matrix
same trends were encountered that forced us to impose a constraint on the
minimm burn time that would be permitted during first stage operation.
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3.2 Discussion of Results

In the following sections the evaluation techniques used to determine
the validity of the results produced by the optimization program are
described and a detailed discussion is presented of the optimization history
for each case in the vehicle mission matrix described in the previous
section. In addition, an interpretation of the trends indicated by the final
results cbtained for each case is included.

3.2.1 Evaluation Techniques

With any gradient process » it seems to be difficult to determine
vwhen the procedure has converged to an acceptable result. For the constraints
this represents no particular problem because the constraint miss is easily
computed and is output at each iteration of the gradient procedure. For
the payoff the evaluation is extremely difficult and there are good reasons
vhy convergence may not be achieved on a typical optimization rum. - ’

The difficulties normally are traceable to three problem areasg.
Pirst, the relationship between the step size and the non-linearity of the
problem is important. With the present formulation, for example, it is
eésy to enter a situation where the vehicle variables will oscillate Quring
the optimization process. Second, the weighting factors or gains (ni) used in
the vehicle gradient loop must be in the correct ratio to avoid a situation
vhere some variables creep and others oscillate. Finally, the trajectory
optimization process itself must be carefully examined to assure that
‘'adequate convergence has been achieved in the trajectory and exchange ratio
loop.

» In many cases the evaluation is based on Judgment and experience with
similar problems. It has been possible » however, to develop several indicators
that have proved helpful in eveluating results from the system optimization

R
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‘Progmo

Five types of parameters are particularly useful and their elements
have been output at each step of the system optimization process.

‘1. The changes in payoff (the payload gain asked, §f) and the
constraint (the change in launch weight, §W) from the previous
iteration. )

2. The changes in the vehicle variables (the burn times, t, and
the propellant loads, P) from the previous iteration.

3. The optimization derivatives, -g%—

iy
k. The gradient deterimant, D.

S The angle (g) between the comstraint gradient and the payoff
gradient vectors.

All of these variables approach zero as the vehicle optimization
process proceeds. The manner in which this occurs provides the important
Teel necessary for a proper assessment of the convergence. The trajectory
and exchange ratio loop may be assessed from the normal trajectory program
output that is also available at each step of the vehicle optimization
process.

The first two types of parameters listed above are rather obvious
and are normally available in most gradient problems. The payload gain
asked is computed in the vehicle optimization program from Eq. (2-9). This
computation is designed to produce a constant step size rather than the
usual increasing step size associated with a fixed §f. As the optimum is
approached the §f would therefore be expected to approach zero and is in
fact used to terminate the optimization sequence for most cases considered
in this study. This type of termination was used when the 8f became less
than two pounds.
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. The optimization derivatives are computed by the system optimization
program for output only and we think they are an important evaluation aid.
These parameters are the derivatives of the payoff with respect to the
system controls under the condition that the constraint remains fixed. A
gradient formed from these derivatives would be the gradient of the payoff
along a surface for a constant value of the constraint. At the optimum
each of these derivatives must approach zero unless the corresponding system
control is constrained for some reason.

The determinant, D, is computed in the process of determining the
proportionality constants (Kf and Kw) of the vehicle gradient process.
The nature of the gradient solution is such that a singularity is encountered
at the optimum. Mafhema.tically, this is evidenced by the determinant
approaching zero and this characteristic can be used to identify the approach
of convergence in the vehicle gra.diént loop.

At the optimum the angle, 8, between the payoff gradient and
constraint gradient vectors must also approach zero. This may be deduced
by reasoning that the constraint gradient vector is perpendicular to the
surface along which the constraint is satisfied. At the optimum the payoff
gradient vector must also be perpendicular to the surface along which the
constraint is satisfied, since further motion on the constraint surface
will produce no improvement in the payoff. This angle can be computed
rather easily from the following expression: 4

Spw

[E5

vhere SFH is the dot product of the two vectors and the square root is the
product of their magnitudes.

cos g =

Some comments are in order regarding the interpretation of these
parameters. It is important to recognize that the magnitudes of each
parameter are functions of the input gain constants > Ny 8f is also a




function of the input value of the sum of the squares of the system control
changes (N) and they establish the step size. Thus, in assessing the
validity of the convergence the important thing to examine is the change
that occurred in these rarameters during a run rather than their magnitudes
at the completion of a run. Typically, one or more orders of magnitude
reduction in each parameter is realized. Some assessment of the magnitﬁdes
of the optimization derivatives can be accomplished by comparing the changes
occurring in the vehicle variables with those occurring in the derivatives.
If small variable changes reverse the sign of a derivative or greatly
influence its magnitude, proximity to the optimum is indicated. A slowly
changing derivative with large parameter changes indicates convergence has
not been realized. The linearity of the system can be assesséd by comparing
the requested §f with that actually achieved on a particular iteration.

When the actusl and realized values are similar and the gain is achieved
with relatively small system control changes, the run is usually far from
convergence. If the sign of cos g oscillates between iterations but the
magnitude of the angle is close to zero, the program is operating back and
forth along the constraint surface near the maximum payload.

3¢2.2 Vehicle Mission Matrix Case Histories

In this section the details of each launch vehicle optimization run -
in the ten-case vehicle mission matrix will be discussed. The results are
sumerized in Tebles 3-2 thru 3-11. For the most part the cases were
completed in the order described and it is evident from the number of
iterations required that we benefited from the experience gained from the
earlier cases.

Before entering the discussion for each case, it must be understood
that the results shown represent output from two different optimization
programs. One program contains only the PRESTO trajectory formulation which
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formed the basis for most of the cases run. The other program contained
the high-speed PRESTO IT formulation which was used at the beginning of
the study until difficulities were encountered with the trajectory program
approximations. In addition s four different types of system optimization
program terminations have been used: (1) number of iterations; (2) total
run time; (3) total output page count; (4) minimm gf. Each of these
terminations was encountered frequently during this study.

Cage 1

The iteration sequence for Case 1l 1s presented in Table 3=-2. Ten
computer passes were required to complete this case. The first pass was
made with the PRESTO IT version of the program. It was terminated on the
nunber of iterations and exhibited gross changes in the system characteristics
from the origihal nominal estimates.

It is evident that the original combination of system controls used
vas far from the optimum since the brogram was able to gain approximately
the amount of payload asked at each iteration. This process was still
continuing when the run terminated after thirteen iterations.

When the PRESTO II formulation became operational we resumed the
computation of this case and the next six iterations shown were computed
with the high-speed program. The system optimization trend continued as’
the routine consistently removed propellant from the low specific impulse
first stage and maintained the first stage thrust with corresponding
reductions in the burn time. This second pass actually terminated through
a failure of the trajectory optimization program to complete the trajectory
for the seventh iteration. The reason was that the entire combination of
system controls had become radical during the optimization process as the
program attempted to eliminate the low specific impulse stage.

Since we were already violating the vacuum assumption for second
stage used with PRESTO II, it was decided to stop the process, return to the
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eighth iteration of the first pass where the environment at second stage
ignition seemed compatible with the PRESTO II assumptions » and constrain

the first stage burn time in an attempt to prevent atmospheric operation

of the second stage. When this case was re-submitted wle again eicperienced
difficulty because the program still attempted to remove first stage propellant
vith the burn time constraint imposed, and the resulting rapid change in
launch thrust to weight ratio upset the trajectory optimization loop to

the degree that the trajectory program failed to optimize properly on the
first iteration. |

At this point we modified the program so that the time for launch
kick-over was re-computed at the beginning of each iteration to maintain
a constant velocity at kick-over. The run was again submitted and the
program continued to remove propellant from stage 1.

The first stage propellant loading was then counstrained to produce
an initial launch thrust to weight ratio minimum of about 1.25 and the run
was re-submitted with the PRESTO IT formulation. This run failed to gain
payload. We were now operating in a region where there was little feel
for the PRESTO II behavior and the program no longer achieved successful
optimization runs during the trajectory shaping loop.

Rather than experiment further with PRESTO II we resorted to a
series of three runs with the original PRESTO formulation and continued to
constrain the first stage burn time and propellant load. These cases
produced what appear to be a satisfactory optimum which is shown at the
bottom of the first page of Table 3-2., However the first stage propellant
optimization derivatives now showed a positive sign which indicated that
the constraint on first stage propellant loading should be released. This
wvas exactly the reverse of the situation with the PRESTO II operation. The
difference is a reflection of the absence of atmospheric effects to degrade
the thrust and introduce drag in the second stage in the PRESTO II formulatiom.
The first stage propellant constraint was therefore removed and the case was

R
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completed with two additional passes with the full PRESTO trajectory optimization
routine.

Before leaving this case it is interesting to examine the situation
at the point before the first stage burn time constraint vas imposed. This
corresponds to the sixth iteration shown for pass two. On this trajectory
the maximum dynamic pressure encountered was 11,152 1bs/sq. ft at a flight
time of approximately 102 seconds, well into stage 2 operations. Even at
Stage 3 ignition the dynamic pressure was 250 lbs/sq ft. The velocity
contribution from first stage under these conditions was 764 ft/sec and
staging occurred subsonically at an altitude of 3,850 feet. Thus, although
this case apparently produced the maximum payload, 55,276 pounds, it is
obvious that the result is fictitious because the structural equations
certainly do not reflect the environment actually experienced, and the
second stage drag and thrust losses are not included.

Case 2

| ? This case, summarized in Table 3-3, was started with approximately
the same combination of launch system parameters that was used to start
Case 1. The full PRESTO trajectory routine was used from the beginning
because we anticipated from our experience with Case 1 that the optimization
would tend to eliminate the low specific impulse first stage. By the end
of the second pass it was apparent that we were again encountering a severe
enviroument at second stage ignition and therefore the burn time constraint
used on the previous case was imposed.

When the computation was resumed, oscillations were encountered in
several of the system parameters and the run had to be re-submitted after
the first pass with adjusted optimization gains to achieve satisfactory
convergence. These last two passes have been selected to illustrate the
convergence process. Figure 3-1 shows a summary of the history of the
optimization derivatives for this case, beginning with the third pass.
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Becall that each of these derivatives approaches zero as the optimum
combination of system parameters is approached. It is apparent that the
gain change introduced half-way through the process considerably improved
the situation and by the end of the run we had achieved at leaét an order
of magnitude reduction in each of the optimization derivatives. The history
of payload and launch weight during this process is shown in the lower
curve of this figure,

Before the first stage burn time constraint was imposed, the optimization
routine had reduced the first stage size to the point where the dynamic
_pressure at separation was 1670 lbs/ sq ft. Separation was occurring at an
altitude of 41,000 feet and a velocity of 2457 ft/sec. Both the first
stage propellant load and burn time derivatives at these conditions indicated
that the process would continue to reduce the staging velocity if the burn
time constraint were not imposed.

Case 3

This case was started with the PRESTO II formulation because, with
equal specific impulse for each stage, the vacuum trajectory approximations
in the upper stages were expected to be adequate. The result shown in
Table 3-4 from the first pass was deceiving. After a review of the evaluation
criteria it was decided that the run had developed properly. Each of the
optimization derivatives had reduced by close to an order of magnitude.
The sensitivities of the derivatives to changes in the system parameters
indicated that only minor xﬁarameter changes would drive the derivatives to
zero.

It was when we later compared the optimum system parameters with
the remaining cases that this result became suspicious. The run was later
re-gubmitted with the full PRESTO formulation and new gains. On the second
pass propellant va.é transferred from the first stage to the third stage and
a substantial reduction in each of the stage burn times was int;roduced. None
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of the evaluation criterion indicated that this was possible after the first
pass.

Case 4

The first three passes for this case, shown in Table 3-5, used the
PRESTO II formulation. An examination of the FRESTO II trajectory output
revealed that major tmjectbry control adjustments were being introduced
on the final guided run. This indicated that the FRESTS IZ trajectory:
approximation was inadequate in the latter part of the ascent trajectory.
Rather than experiment with the trajectory program inputs, we decided to _

proceed with the PRESTO formulation and three additional passes were completed.
. After the first pass an optimization gain change was introduced to reduce
oscillations that were developing in some systeﬁ controls. The last pass -
was lnitiated with a reduced step size because we were still experiencing
difficulties with these oscillations.

Case 5 _

This case, shown in Table 3-6, was completed in a single pass on
PRESTO II. The convergence was deemed satisfactory although the second ,
stage burn time derivative indicates that there may be some room for payloed
improvement through a reduction in the second stage burn time.

Case 6

Results for this case are summarized in Teble 3-7. The nominal
system parameter coimbination is similar to that used for Ca.ée 5. When this -
case was started we had decided to continue with the full PRESTO trajectory
optimization routine rather than experiment further with the PRESTO II
routine.

On the first pass for Case 6 oscillations were encountered in both
the first and second stage propellant loads. This is characteristic of a
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ridge-type situation where the quantities producing <he major payload
increases are the slowly increasing burn times. The second stage propellant
load gain was reduced but the run continued to oscillate. Both burn time
g2ins were then increased and we encountered an oscillation in the first
stage burn time. Two more gain adjustments were required before satisfactory
convergence was achieved. Notice that the total change in second stage burn
time was about 320 seconds during the entire optimization sequence. This
radical increase in burn time is consistent with the increase in mission
altitude.

Case 7

Three passes with the full PRESTO trajectory optimization routine were
required to complete this case which is summarized in Teble 3-8. The nominal
system characteristics used were similar to those determined by the first
pass for Case 3 since it was not apparent that Case 3 had not properly
converged at the time Case 7 was initiated. A large oscillation in the
second stage burn time was encountered and the run was re-submitted with
the burn time gain reduced. A second gain adjustment was required before
the convergence was considered satisfactory.

Case 8

This case shown in Table 3-9, was also started with nominal system
pParameters close to those determined by the first pass in Case 3. Only two
Passes were required and no gain adjustments were considered necessary to
achieve satisfactory convergence. The first pass terminated on maximm
camputer time and the case was simply resubmitted to camplete the run.

Case 9

This case, shown in Table 3-10, was completed in two passes, again
starting from nominal system characteristics corresponding to the first pass
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from Case 3. A gain change was then introduced to accelerate the optimization
process because the routine seemed to be creeping through a series of
successful iterations that were achieving ‘payloa,d gains approximately as

requested.

Case 10

This case, shown in Teble 3-11, was also initiated with nominal
system parameters corresponding to those of Case 3. It was completed in
two passes with the full PRESTO trajectory optimization routine. For the
second pass the burn time gains were increased to speed up the convergence
process, as the behavior seemed similar to that experienced on the first
pass for Case 9.

3.2.3 Interpretation of Results

Two of the optimization indicators, the angle between the constraint
and payoff gradisnts, 9 and the Determirvant, D, are ghowa ir Table 3-12,
where results from the nominal runs and the final optimized runs are compared.
This table also includes the payloads for these cases and an additional
parameter, the ideal velocity, that can be used to establish a feel for
the relationship between the launch system characteristics and the trajectory.

For the first two cases it is evident that the trajectory and the
system are closely related. The reduction in ideal velocity was near 2200
feet per second for Case 1 and almost 4000 feet per second for case 2. In
Case 2 in particular the large velocity change was the result of a considerable
extension in the total system burn time which permitted a more efficient
ascent maneuver to the high altitude 400 nautical mile orbit.

Smaller velocity reductions are evident for Cases 5, 8 and 10.
The large gain for Case 6 again was achieved through a major burn time increase



OPTIMIZATION INDICATORS

~ Angle Between
Case Fo. Total Ideal Payload o nstraint & Payoff  Determinant
Velocity ~ fps 1ib Gradients ~ deg
e ——— : eme—
1 nominal 31,k10 34,538 15.3 006848
final 29,240 43,313 1.6 000002
2 nominal 35,010 24,969 39.3 007170
final 31:160 3&1915 9 00000k
final 28,255 56,035 . .8 000009
4 npominal 32,230 41,689 23.3 .004930
final 29,720 48,354 1.k 000018
5 nominal 28,500 54,133 1.8 000035
final 28,330 54,366 o7 000001
6 nominal 33,730 32,k27 30.5 .003280
final 30,570 k2,hs53 6 000001
7 nominal 28,070 53,172 6.2 000564
final 28,280 54,238 .9 .000009
8 nominal 28,275 55,127 1.9 000051
final 28,230 55,212 <9 000007
9 nominal 28,110 51,662 1.5 001950
final 28,420 52,834 T 000002
10 nominal 28,250 55,391 1.5 000030
final 28,240 55,560 5 000002
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for the ascent to the high altitude orbit.
When Jetison weight increases were introduced in Cases 7 and 9 the
velocity losses in the optimum system were actually greater than those for

the nominal. In these cases the solution tended to a less efficient trajectory
in order to minimize the influence of the increased jettison weight.

Generally, however, these numbers indicate that it would be inappropriate
to attempt to optimize a launch system with fixed ideal velocity requirements
because the strong relationship between the system characteristics and the
velocity losses is likely to overshadow many of the influences of the
system optimization 1tsglt. Even for the optimum systems there is a considerable
variation in total ideal velocity requirements although the major contributor
to this appears to be the variation in first stage specific impulse. The
variation in velocity requirements between the 100 nautical mile ordit
cases is at least as great as that between 100 and 400 nautical mile missions.

The trajectory variasbles from the finsal shaped trajectories for each
case are summarized in Teble 3-13. It is interesting that the maximum
dynamic pressure values encountered are significantly higher than those
normally experienced by existing liquid propellant orbital launch vehicles.
Current launch systems typically operate with pea.k dyna.mic pressure values
ranging from 500 to 1000 lbs per square foot.

The first staging velocities for Cases 1 and 2 are extremely low even
with the first stage burn time constrained to approximately 70 seconds. The
staging dynamic pressure levels for these cases would be unacceptable for |
most liquid launch vehicle control systems although it is probably feasible
to design control systems to accept this environment.

The increase in mission altitude between Cases 1 and 2 produced little
effect on the gfmospheric portion of the trajectory.

When the high specific impulse first stage was introduced in Cases 3
and L the staging environment for the optimum system was much more reasonable
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' although the peak dynamic pressure values for these cases were nearly twice

those for low specific impulse cases. These systems optimized at much
higher launch thrust to weight ratios than those for Cases 1 and 2 and the first

stage velocity addition became a significant portion of the total.

When the jettison weight increases were introduced in first stage in
Cases T and 9 the first stage velocity contribution reduced substantially.
Increasing atmospheric effects at the beginning of second stage were
undoubtedly responsible for the increase in the ideal velocity requirements
for these cases. When the third stage jetison weight was increased in Cases
8 and 10 only a minor increase in the first stage velocity contribution was
evident. Most of the adjustment came through a substantial increase in the
velocity contributed by the second stage for these cases and slight improve-
ments were noted in the total ideal velocity requirements.

The system parameters and payloads determined for the optimized
vehicles are summarized in Table 3-14., The mission altitude influence is
apparent when cases 1 and 2 or cases 3 and 4 are compared. The primary
effect of an increase in the mission altitude from 100 to 400 nm is a
substantial increase in the burn time of the final stage. There is also a
tendency %o shift propellant from the upper stages to the first stage.
Secondary influences are increases in the first stage thrust levels and
second stage burn times. The large burn time increase helps to reduce the
losses associated with a direct ascent to the 4LOO nm altitude. For a given
stage the time can, of course, be extended by either reducing the thrust. or
increasing the amount of propellant. It is clear that the second alternative
would not be as attractive because the launch weight is constrained. An
Increase in propellant in one stage therefore would mean a reduction in
propellant in another stage and the net change in total burn time would be
small. If the thrust is reduced to extend the burn time, it is also clear
that this should occur in the upper stages where the flight path angles are
lower and the rate of gravity loss is less. Even here the gravity loss may
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become excessive and propellant may therefore be moved to the lower'stages.
When the first stage burn time is constrained as in cases 1 and 2, this
propellant shift must produce a thrust increase. Notice, however, that the
thrust increase was also evident in case 4. The reason for this is not
presently clear although the increase may be an attempt to reduce the gravity
loss on a steei)ened first stage trajectory. S . - St

-y

The influence of specific impulse in the first stage can be examined
by comparing cases 1 and 3 or cases 2 and 4, The major changes associated
vith an increase in specific impulse are a shift in propellant to stage
one and an increase in the stage one burn times. In fact when the first
stage burn time constraint is not imposed on the low specific impulse stages
the burn time is reduced until staging occurs well into the atmosphere. This )
of course, violates the PRESTO II limitations. Even when the constraint
vas imposed on burn time the program removed propellant from first stage
until staging was again occurring in the atmosphere and the launch thrust to
welight ratio was extremely low. It was not until the complete PRESTO
routine was used that the trend was reversed and more reasona‘ble launch
thrust to weight ratios were realized. If the burn time constraint were
removed, it is likely that the program either would attempt to eliminate
the first qtage entirely or would require staging weéll into the atmosphere
in a high dynamic pressure environment. ‘

\ The comparison between cases 3 and 5 shows the influence of the number
of stages. The major trends here are the increase in size of the first
stage, the reduction in second stage thrust, and the reduction in total
burn time for the vehicle. Notice that the payload of the two stage vehicle
is only about 3% lower than that of the three stage vehicle. The compromise
reached on the gravity loss is between the requirement for a reasonable
thrust to weight ratio at the beginning of stage 2 and the proper burn time
for direct ascent to 100 mm. Since the two stage system can have only one
thrust level change, the second stage thrust to weight ratio is red;ueed but

-
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the total burn time is also reduced.

The results from cases 7 thru 10 show the effect of changes in the inert

weight factors. Case 3 will be used as the standard of comparison for each.

The increased first stage tank weight factor introduced in Case 7
reduced the optimum propellsnt losding and burn time for first stage. The
propellant was moved to the upper stages to maintain the fixed launch weight

coustraint and & slight reduction in total burn time was experienced. Apparently

the larger upper stages require a different gravity loss compromise that-
produces higher thrust levels and a shortening of the overall burn time. The
net payload loss from case 3 is 1800 1b. which compares with an expected
loss of nearly 2200 1b. for no reoptimization (the 2200 1b. evst:lmte is
derived from a procedure that uses the exchange ratio‘ror first stage inert
weight and the launch weight correction derivative).

Case 8 shows the influence of the third stage tank weight slope. A
large reduction in third stage propellant load and a slight reduction in /W
accompanied this change. For the same reason as (ase 7, the opposite trend
(an increase) in total burn time is evident. The net payload loss is 823
1b. compared with an estimate of approximately 900 1lb. for no reoptimization,

Cases 9 and 10 show the influence of the propulsion system weights.
An increase in the first stage propulsion weight factor prodp.ced a reduction
in both loading and burn time in Case 9. As expected, these changes also-
reduced the optimum thrust. Again, the associated increase in upper stage
sizes resulted in a slight deérease in total burn time. In Case 9, the
payload loss was 3201 1lb. compared with 3810 1b expected without reoptimi-
zation. In Case 10, the third stage loading and thrust were significantly
reduced by the increased propulsion weight factor. The total burn time
increase with reduced upper stage size is again evident. The payload loss
was 471 1b. compared with sbout 500 1b. expected without reoptimizatiom.
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Section 4.0
CONVERGENCE STUDY

The system optimization procedure discussed in the previous sections
frequently encounters difficulty when there are strong interrelationships
between the various system controls considered. These problems are readily
apparent from the results presented in the previous sections and similar
behavior was evident when the techniques were applied to optimization
problems for large solid propellant boosterss The symptom is usually oscilla-
tion in some system controls while others slowly creep towards the optimum
values.

Potentially, many different techniques are available which offer the
possibility of resolving some of these difficulties. However, with the full
optimization problem it becomes an expensive procedure to test the validity
of the various schemes that might be used.

In this section an approach is developed for a simplified optimization
program that can simulate the gradient process economically. Model problems
are designed to present typicel situations that produce problems similar to
those encountered with the full vehicl%,optimization routine. A variety of
modifications to the basic vehicle optﬁmization routine are explored and
tested on the simple program.ﬂp comparé the behavior with the original routine.
Finally, a brief systematic gains study is described and one of the routines
tested on the simplified program is demonstrated on the full system optimi-
zation program.

k.1 Simplified Hill Climber Routine

The process normally used by the launch system optimization program to
define the payload and lsunch weight and the derivatives of those parameters

-
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with respect to the system controls has been simulated with a simple
analytical model. The optimizetion problem 1s reduced to one involving
two control variables so that the payoff function mey be conveniently
represented as & hill that is readily described by a series of contour
lines on a two-dimensional Plot. The hill is defined analytically so that
the payoff and its derivatives can rapildly be determined as a function of
the two controls. This formulation presents a simple problem with more than
one degree of optimization freedom; that is, two controls and one payoff.
An additional model has been defined through the introduction of a second
payoff quantity to fepresent & constraint. This model presents a problen
with one degree of optimization freedom; that is, two controls, one payoff,
one constraint.

The original plan was to permit arbitrary fourth order polynomial
representations of the payoff and constreint surfaces. The hills were to
be defined through an input grid of payoff and constraint values. A least
squares fit was then to be designed to define the coefficients of the fourth
order polynomial that most nearly approximated the payoff and constraint
hill shapes desired. An automatic contour routine was to be added to pre-
pare contour derivatives of the hills so that their shape could be verified
before problems were run.

In practice, it was determined that it was possible to simulate the
convergence difficulties associated with the system optimization program
without resorting to complicated hill shapes. Simple second order hills of
the correct proportion proved adequate. Consequently, the fourth order
Polynomial and least squares fit routines were developed but were not used
for the problems considered. These routines will be available for future
studies should the need ariée. The automatic contour routine development
was not completed and additional work would be required to bring this
routine to operational status.

b-2



A family of elliptic paraboloids was selected for the payoff hill
shapes for the convergence studies to take advantage of their simple analytic
formulations. Three aspect ratios, 1:1, 2:1 and 5:1, have been used to
demonstrate the variation in behavior of various optimization procedures with
changes in the symmetry of the payoff hill. The 5:1 paraboloids are
sufficiently extended to produce typical ridge behavior with the normal
gradient routine that is used in the optimization program. On this type
of elongated hill the path tends to oscillate back and forth across the
ridge while creeping towards the top of the hill., This characteristic
proved to be a vexing problem that has Yet to be consistently solved.

The paraboloid shape was also used as a constraint for problems
where both a payoff and constraint were considered. The 1:1 aspect ratio
was used for most constraint situations 5 however, isolated cases were run
with a 5:1 aspect ratio on the constraint hill. It vas important to keep
the constraint non linear because the gradient procedure can follow any
surface with a constant slope exactly and such motion would appear as a
straight line on a simplified model.

In the following sections the linear optimization routine s automatic
gain selection routines and some non-linear techniques are demonstrated
first for payoff only problems. The behavior of some of the routines is
also shown for the more difficult payoff hills with a constraint imposed.

it

4.1.1 Linear Optimization Routine

The operation of the standard linear optimization routine on the 1:1
aspect ratio paraboloid is shown in Figure 4-1. This case is included to
demonstrate the behavior of the step size selection procedure since the
routine naturally fbllows & constant direction ascent on this hill. The
process begins at point 1 in the figure and proceeds with a succession of
payoff improvements at constant step size to point k. Since the optimum
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has been passed at this roint the direction reverses and the'routine

experiences a succession of payoff losses beginning with point 5. After
each loss the step size is bhalved by balving the parameter N used in the
equation for payoffr improvements. The process was terminated at point Te

Figure 4-2 shows the bekavior of the linear routine on the 2:1:'aspect
ratio paraboloid. Again the constant step size operation is evident until
the path recrosses the ridge at point 5. Here the bhalving process begins |
and a minor oscillation develops before the calculation approaches the
optimum at point 12.

N

When the same routine is operated on the 5:1 paraboloid the situation
deteriorates'markedly as shown in Figure 4-3. On this path we were fortunate
in experiencing a failure at point 7 and the halving process resulted in a
position almost exactly on the ridge at point 8. This good fortune was not
sufficient, however, to prevent the oscillation from resuming and the routine
continued to oscillate until the run wvas terminated still some distance from
the optimum. Figures L-k and 4-5 show that the same oscillatory situation
develops regardless of the starting condition used.

The orientation of the hill with respect to the control axes has
little effect on the bebavior of the linear optimization routine. i Figure
4-6 shows that the behavior of the routine is essentially the samefdn the
5:1 paraboloid when the direéfion of the elongated axis ii skewed At an
angle of 45 degrees to each control axis.

Having established as a reference the behavior of a routine identical
to that used for the full optimization program we will now bproceed with the
inveqtigation of modifications designed to circumvent the problems demonstrated
in this section.

b.B.2 Optimization Gain Section

Since our experience with the more general system optimization problem

-5
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developed some feel for the influence of the optimization gain constants

(ni) » 1t was natural to investigate improved convez;gence routines that
automatically adjust those comstants during the run. Two automatic gain
selection techniques were evaluated with the simplified hill climber routine.
Both techniques used the history of the payoff derivatives to determine the
gains for the next step. Figure L-7 shows the logic for these two approaches.,
It is evident that the only difference between the two techniques is that the
second technique modifies the gains on both failures and successes, whereas
the first technique continues with the same gains following a faiiure. Both
routines halve the step size using the parameter, N, which represents the
square root of the sum of the squares of the control changes.

The behavior of the Mod 1 gain selection routine on the
5:1 parsboloid is shown in Figure 4-8. This concept proved extremely
effective with this type of payoff hill, reaching the cutoff condition
at the maximum value of the payoff parameter in ten steps. Recall that the
standard optimization routine discussed above required a large number of
steps, exhibited a creeping oscillation, and did not reach the optimm
before the run was terminated. '

Tracing the operation of the gain selection procedure , at point 2
in Figure 4-8, both gains were doubled. At point 3 the X control gain was
doubled and at point 7 the X gain was again doubled and the Y gain was
halved. The X gain was doubled for a third time at point 8 and the Y gain
was balved at point 9. At points 4, 5, and 6 and at point 10 the gains
remained fixed but the step size was halved.

The behavior of the Mod 1 routime on this same hill with a different
starting condition is shown in Figure 4-9. Again the routine is successful
in moving to the optimum in less than ten steps.

After examining the results achieved with this gain selection technique,
we decided to extend the same gain selection procedure to the failure loop

- 1



GAIN SELECTION LOGIC -

Figure 4.7

. Mod 1 Gain Selection logic =
Test .
L]
Test Corrected Increase or Compare Signs on Changed
Payload no change Optimization Derivatives
loss —— unchanged
Helve N
' Y
Compare Magnitudes of
~ Optimization Derivetives
< % previous
value
> 4 previous
value
Y
. Double Gain - Half Oain
, ‘;? Y -— —
Mod 4 Gain Selection logic
Test Corrected Increase or -
2t .} loss - J
Balve N SR Compare Signs on | Changed
Optimization Derivatives
- Compare Magnitudes of
Optimization Derivatives
< % previous ‘
value > 4 previoms
value
® ‘ *
Double Gain Mlve Gain
» Y .
Y k.12




vy

ret
+
=

H

T

A ¥ 13 - T
, T - T :
-+ 4 f n— + :
t e 13
R 4+ b, ke m
L 1 "y
k«... IRy g Ranymygus Be
o2 =3 T
{w) {het LT
bt ge = :

-

i T

r
ERvES LEyee

1t

jsung
[ e

1=
o 48

CENT:

i
D

TIA

— e

——

4 Snbiy Py

&
IAPE
REI

T

GRADI

<

iLL 5H

r»
r

1

h

|3
&

S
i

L

}

o
[y
GA

1)

IN

L FENR

e
iy
Ly

T
.

3

-

T
$-r
Bpuwd S

——t r
- —~
d
+ 4
poS-BRaE e

-+
e -

—

QU DEENTS

patps
b b s
T

L
-

Sl B

f-rlq

TaIs

Koz

NENMLEr ® EREEB CO WYREMA RV
10X 10 LO LHE s iMCR  3a-i 1 .

h-13




e

CEN!

1}

'
i

Y PSRN R e

i

T
g

Fo

t

AS

T

i

9

[

T

-C"'

3
i,

ey

pe

Juns

+

r

ENT,

1

Rl

4 -

i
+

T
1
H

4.

s

i

3

it
Tt
ek

\DI

RA

HAH T

SEEaAEes

ofds

-

Ll

-4

ZE T
Ty tered

)

m.

KENLUEr ¥ €268 CO’
10X 10 LO LHE )5 IMCH

i dndee




as shown in Figure 4-7., The operation of this Mod 4 routine on the 5:1
paraboloid is shown in Figure 4-10. The new routine was even more successful
and reached the maximum payoff condition in eight steps.

The Mod 4 routine reaches the maxﬁmmm more rapidly than the Mod 1
routine because it also takes advantage of information gained from a
failure. Tracing the operation of this Mod 4 routine in Figure 4-10,
the procedure was identical to the Mod 1 routine to point 3. At point 4
both gains were halved, in addition to the step size parameter, N; and at
point 5 the X gain was doubled and the Y gain was halved along with the step
size parameter. At point 6 the X galn was again doubled, at point 7 the Y
gain was halved, and at point 8 bvoth gains were halved along with the step
slze parameter.

The results achieved with these simple gain selection techniques
were extremely encouraging and indicate that substantial improvements in
the behavior of a gradient routine can be achieved with these methods on
elongated payoff hills. At first glance they represent a promising solution
for the difficulty with the ridge. However, the situation is not quite
that simple. If we turn now to the hill with the elongated axis skewed at
45 degrees, to the two control axes and apply the Mod 1 and Mod L gain
selection routines to this problem, their behavior is not substantially
better than that shown for the standard routine in Figure 4-6. The Mod 1
Operation is shown in Figure L-11 and the Mod 4 operation is shown in Figure
4-12, Neither of these routines satisfactorily solves the ridge problem
with the skewed hill.

This might be expected because iﬁ is not possible to emphasize motion
along the ridge by emphasizing one or the other of the control variables.
An sppropriate gein selection technique for the problem with the skewed
ridge must emphasize a combined motion in the-countrols X'and Y, in the direction
along the ridge, and de-emphasize combinations of X and Y motion perpendicular
to the ridge. To date, we have been unable to synthesize techniques for this |,

4-15
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type of gain selection that are sufficiently general for application to the
complete system optimization problem. Unfortunately, this problem is not
fictitious and the type of operation where more than one control oscillated,
indicating skewed-ridge type behavior, was frequently encountered during the
system optimization study discussed in the previous section.

4.1.3 Non-linear Techniques

Since we were unsble to achieve satisfactory solutions to the problem
of the skewed elongated ridge with eutomatic gain selection procedures, 1t
was decided that it might be appropriate to examine some higher order
procedures. Two non-linear techniques were investigated with the simplified
hill climber routine,

The first was what might be called a uni-directional approach. The
idea is to move in the direction determined initially by the local gradient
until a maximum payoff is reached. A new gradient celculation is then
perfoiued and the routine moves in that direction until the payoff again
maximizes, etc.

The second technique is a derivative averaging process. In this
procedure the gradient step is first computed using the derivatives at the
current point. That step is taken and then the derivatives at the new
point are averaged with those from the previous point and the step is re-
computed. The procedure is repeated until the average derivatives determined
agree within some specified tolerance with those used for the step itself.

Both of these techniques show promise for future epplication to the
full system optimization problem and their behavior with the simple hill

" climber routine will be discussed in the following paragraphs.

In Figure L4-13, the parabolic fit routine is applied to the 5:1
raraboloid hill. The points shown represent the maximums determined for

4-19
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. ' each fit. Uni-directional motion is achieved by keeping the control changes
in the proportions computed for the first gradient step until the maximm
rayoff is passed. A parabola is then computed which fits the points that -
bracket the meximum value of the payoff using the following expression to
define the step length, 3S.

S = & 66X

As would be expected » each succeeding fit is in a direction approximately

90 degrees to that of the previous fit, since the routine sees no gradient
in the direction of the previous parabola. Figure 4-13 shows that three fits
were required to reach the optimum on the 5:1 payoff h).ll.

When this same routine was applied to ‘épe ;kewed hill, we obtained
the results shown in Figure 4-1%, In this instence , the number of fits
required to reach the peak of the hill was appfoximately double that of the
previous case. Since there is no reason why the introduction of a skewed
] ‘ ridge should produce different behavior with this routine » We must assume
. that the variation shown between Figures 4-13 and 4=14 is simply the result
of the relative difference in starting conditions used (i.e., the starting
condition with respect to the ridge was different for these two cases).

Figures Lk-13 and 4-14 are somewhat deceptive in that each step taken
by the parsbolic fit routine is not shown. In generel, a minimum of three
steps is required for each fit so that the path shown in Figure 4-1k4, for
example, actually used twenty-four steps :‘:t-o reach the top of the hill. RNever-
theless, even this represents some improvement ovex-' the standard routine
and from other sets of initial conditions & much greater improvement would
i ' be anticipated. |
= The derivative averaging routine was not too successful on the payoff-
only hill. A routine of this type must incorporate some safeguards
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averaging routine described above.

to prevent the process from becoming divergent when the step crosses over a
ridge, and one or more of the control derivatives changes sign. In this
particular case, the safeguard used was & test on the sign of the control
derivative that automatically reduced the step size when a sign change was
encountered. Unfortunately, the step size reduction in the case shown in

Figure 4-15 was sufficient to stop the routine well ocut on the ridge. In

the present study we had insufficient time to explore this derivetive ‘

averaging technique further. However, we feel that this procedure still

holds great promise and that a variety of effective techniques cen be

developed that will circumvent the step size problem. It will be shown in

Section 4.1.4 that the derivative averaging process behaved very well on the
elongated payoff hill for the problem thet included a constraint.

The derivative averaging process would, 6f course, be of very little
benefit if the complete system optimization cycle, including the trajectory
optimization, had to be completed for each trial step. The idea behind this
routine, however, is that the mejor non-linearities in the system optimization
problem appear to be traceable to the propulsion equations defined in
Section 2. These propulsion derivatives appear in the expressions for the
payoff and constraint partials and multiply certain elements of the exchange
ratios. It would be possible to rapidly determine the influence of the non-
linearities in these terms by introducing & third iteration loop in the
system optimization program that operated in the same fashion as the derivative

/

| Before leaving the discussion of non-linear routines, it is worthwhile
to mention one interesting possibility that was not covered by the present
study buihﬁhich deserves further exploration. Of course, the ultimate .
approach to the hill climbing problem would be some type of routine
that continuously added informetion on the history of the hill shape '
to the direction and step size formulations. A first step in this directionﬁ====€:ql
might be & routine that formed & continually updated solution for the
coefficients of a higher order polynomial representation
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of the payoff hill. A normal gradient path could be pursued until sufficient
steps had been teaken to determine the necessary coefficients. The routine

would then attempt to move to the maximum defined by the polynomial in a

single step and from that point the process wemld continuously update the
estimated polynomial coefficients as new information beceame available.

This procedure then would involve & series of normal gradient steps followed

by a series of second order steps. The technique should properly recognize
higher order relationships between the payoffs and the controls and the
significant cross-relationships between the controls and the control derivatives.

4.1.4 The Effect of Constraints

The optimization progrem modifications discussed ebove have also been
tested on problems involving both a peyoff and a constraint. Figures 4-16
and 4-17 show the behavior of the linesr optimization routine on this type
of problem. In these figures the constraint is shown as a circle in the X,
Y plane (the constraint hill shape is a 1:1 paraboloid). The maximum
possible payoff with this constraint imposed lies at the intersection of the
constraint circle and the ridge line. The cases shown immediately point out
several problems with the success criterion.

First the success criterion used in the standard routine corrects
each payload obtained for the current constraint miss before comparing it
with the payload from the previous case. The procedure is analegous to that
used by the PRESTO traejectory program and is designed to take advantage of
iterations that would normally be rejected because the constraint miss was ,
not within tolerance. The second term in the equation for payoff improvement
(Eq. 2-6) is used to correct the payload for the constraint miss. This
assumes that the correction is obtained with & minimum sum square change in
the controls (i.e., moving on the meximum constraint gradient). When this

expression was used to define the slope gz s at the last successful iteration
w
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in Figures 4-16 and 4-17, the resulting payload adjustment for the constraint
miss was too high. Consequently, the routine over-estimated the payloed at
those points and was unable to improve on that estimate on further iterations.
In fact, this will usually be the result of this type of phyoff correction
Procedure because the second derivative on the payoff hill is usually
negative and the payoff correction therefore predicts a payload that is too
high. With the full optimization program we attempt to avold this problem

by limiting the permissible constraint miss that is acceptable for &
successful fteration. ‘

Figures 4-16 and 4-17 also show that the halving procedure used when
the corrected payloads showed g loss introduced difficulty. Previous
experience with the full optimization program led us to believe that it
was appropriate to halve both the payoff improvement asked and the constraint
correction asked in the event of s failure. As shown, this results in a
constant direction of motion in the X, Y plane during the halving process
and prevents the run from moving closer to the constraint. Tt is obvious
that the constraint adjustment should not be reduced in this situation.

To improve the performance of the basic routine on the coﬁstraint
problem a rather extensive modification was made in the success eriterion.
Figure 4-18 shows the logic for this modification, which is designed to
accomplish several improvements. First the magnitude of the payloed correction
for a constraint miss thet will be accepted is limited. Second, the sign of
the constraint miss correction is examined to determine whethér the possibility
exists that the routine has over-estimated the payload. Third, the proximity
to the constraint is compared with that on the previous iferaﬁion to determine
whether it might be appropriate to accept a gain in the uncorrected payload.
Depending upon the circumstances detected by the routine, several courseg of
action are possibvle. _ ' e e
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The operation with this revised success criterion is shown in
Figures 4-19 and 4-20 for the parabolic constraint surface. It is apparent
that this modified routine has little difficulty in approaching the optimm
for both cases considered. The action of the constraint blasing procedure
is demonstrated nicely in each of these figures. Figure L-21 shows the
operation of the same routine for a problem where the shepe of the éon-
streint surface has been changed to a 5:1 paraboloid. Agsain the routine

has little difficulty in approaching the optimum although the route followed
is somewhet -cireuitous.

The non-linear techniques described above were also applied to the
broblem that includes the constraint. Figure 4-22 shows the behavior of
the uni-directional parabolic fit routine on the constraint problem. We
found it was helpful also to fit with a parabola the constraint miss that
occurred during the generation of the points necessary for the parabolic
payoff fit. When the step was taken to move to the top of a given parabola
the constraint miss was biased in accordance with this fit. As indicated
in Figure 4-22 the procedure encountered some difficulty and an oscillation
developed along the constraint surface about the ridge on the 5:1 paraboloid.
Further work will be required to establish the correct approach for handling
constraints when the parabolic fit routine is used. However, we feel that
this should present no particular difficulty.

The operation of the derivative averaging routine on the constraint
Problem is shown in Figure 4-23. This routine behaved very well, reaching
the optimum in seven steps.

The results achieved for the hill climber similstions that ineluded
& constraint must be carefully interpreted. We are caught in somewhat of
a dilemma here because our simple hill climber model was not sufficiently
general to demonstrate a case that includes & constraint and exhibits the
severe oscillations typical of those experienced with the payoff-only prdblem.
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If more controls were available the model would permit oscillations while
following the constraint but we have been unable to develop a simple concept
that includes more than two controls and at the same time permits reasonable
visualization of the behavior. Unfortunately, with only two controls we
have but one degree of optimization freedom remaining and the constraint
surface acts as a guide that the routine can follow on the way to the
maximum payload.

In concluston, about all that can be said about the constraint
similations on the hill climber routine is that they provide a useful basis
for testing routines that we are experimenting with on the payoff-only problem.
The oscillation problem must first be solved for the hill with no constraint
and that solution must work when & constreint is introduced.

4.2 Convergence Gains Study

A brief study was conducted to determine whether a set of optimization
gains could be defined that would significantly improve the behavior of the
full system optimization progrem. The sixth case from the vehicle mission
matrix described in Section 3 was selected for this study because the
oscillation problems simulated by the skewed ridges considered with the hill
climber were readily apparent during the original passes on this case. In
addition, since only two stages were involved it was possible to complete a
systemaetic variation in the optimization gains without a very la.rge number of
cases, el

The problem was initiested at the beginning of the third pass for
Case 6 which is shown in Table 3-T. Notice that we required four passes
involving several gain adjustments to complete the original case from that |
point. If one control is selected as a reference parameter it then becomes
necessary to complete a systematic veriation of each of the three remaining

§-36 - j



controls to properly establish the va.rie.t;l.on in program behavior that can be
achieved with changes in the optimization geins. Teble k-1 summarizes the
matrix of eight optimization runs that were used for this study.

The results are swmarized in Figures 4-23 through 4-26,
these figures show the variation in each of the system controls at
each iteration for the gain combination considered. It is immediately
apparent that for most cases significant oscillations are encountefed
although the behavior of the progrem with the nominal set of gains was quite
acceptable. In this case the only problem evident was that associated with
the creeping second stage burn time although an oscillation did begin to
develop in the first stage burn time and second stage propellant loads towards
the end of the run. Some of the gain adjustments considered produced violent
oscillations and made little progress towards the optimum. One case from
the matrix behaved very well and the program converged smoothly in all
parémeters in ten iterations. This was & considerable improvement from the -
original solution which required nearly forty iterations from the same point.

After studying the results we were unable to develop any technique for
predicting a priori the most satisfactory gain combination. It is likely
that the proper combination is not only a function of the system being
evaluated but is also sensitive to the particular set of initial conditions
(i.e., nominal system controls selected).

4.3 Launch System Optimization with & Second Order Routine

The results achieved with the parabolic fit routine on the model
pProblems considered with the high speed hill climber formulation were
sufficiently encouraging to entice us to experiment with this technique' on
the camplete system optimization problem. A mejor revision was introduced
in the launch system optimization program to accommodete this technique. The



Teble 4.1

OPTIMIZATION GAIN MATRIX

Case No. ‘ ‘Gain Multipliers
Stage 1 Stage 2
Propellant Burn Time Propellant Burn Time
1l 1 Nominal . Nominal Nominal
2 ~ 1 x 10 Nominal Nominal
3 ' 1 Nominal x 10 Nominal
4 1 Nominal Nominal x 10
‘ 5 1 x 10 x 10 Nominal
. 6 ‘ 1 x 10 Nominal x 10
7 1 Nominal x 10 x 10
8 1 x 10 x 10 x 10
4-38
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Figure 4.25

it

T e e €T

- -
-

OPTIMIZATION GAINS STUDY

. . o Spn—— o




—~25

4

-

/&
C'cvqf"d[

R B |

R

4+

PR
I

(3

PEs

ooy

1Z

+
4+

1.

" vty bk

ragval 14.41 g

i
. KANBERT » €2 E8 LO ::..TQ,.,-.(. X
x¢m ..ox.o‘_b.rxn._,:snxwma.:“




— -

Figure 4-.26

B s

R

- By

T

LIO

.o




26

b~ 1 A

T

=

be

rs

(Contd )

i
5
' 3

R B

13

L 1

ypsuken

H

SRR Ry

RTINS

i

e
PR

-

PP SRR b

o
pe vl &s

1y e—

Al

ey

Koz

KENREEPF @ E2cF3 (O

JOX 10 LO LHE N INC

H

AVDE AN BV

3rd-11

4-46



e

approach used is similar to that outlined in Section 4.1. Cases 3 and 6
from the original vehicle-mission matrix deseribed in Section 3 were
selected as examples and launch system optimization runs were completed
using the parabolic fit procedure.

The new routine behaved fairly well on Case 3. Figure 4-27:shows
the variation in system controls produced. Each iteration in this figure
represents the values determined for the peak of each parabola and at
least three complete iterations are required per step. The symbols shown
at the right-hand side of this figure define the velues computed by the
original linear optimization routine. The Program seemed to have some
difficulty with the non-linearity of the constraint. parabolic fit was
not applied to the constraint error in this case although provision was
included to accomplish a constraint adjustment if Ehe constraint deviation
at any hill peak exceeded the input tolerance. iThis situation d1d4 not
develop since the constraint toleranéé input wasiiﬁoo 1b in launch weight.

It is interesting to examine the direction changes occurring at
each peak. Recall that the parabolic fit routine changed direction
approximately 90 degrees at each peak on the payoff-only cases considered
with the hill climber routine. When a constraint is introduced the
behavior changes and the operation approaches the condition where each
step is tangent to the constraint surface. The angle between adjacent fits
will therefore approach zero and this is demonstrated by the hill climber
solution shown in Figure 4-22. The actual angle between adjacent parabolic
fits used by the full optimization prograd-may be computed using the dot
product of vectors defining the direction of motion for successive parabolas.
The history of that angle for Casg 3 is shown below.

-

b-k7
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Fit No. Direction Change -~ deg

1 ' + 147.7
2 + 161.7
3 + 20.5
4 + 1449
5 + 170.8
6 + 5.2

From these figures and from the corresponding payload and launch weight
histories shown in Figure 4-28, it can be seen that the routine is
oscillating across the constraint surface as it approaches the maximum
payload. Some form of consiraint correction technique such as the bias
procedure used witlf the hill climber routine might improve the operation
on this case. i : i

§

The operation on Case 6 was not very satisfactory. Figure 4-29
shows that oscillations in the system controls occurred during the run
and that the second stage burn time was creeping. The values determined
by the original gradient routine are shown at the right-hand side of
this figure. The computation apparently has still some distance to go
and this can be confirmed by comparing the final payload shown in
Figure 4-30 with that shown for Case 6 in Table 3-14. The parabolic routine
is about 450 1b low in payload. p

From this brief experiment it appears that the parabolic fit routine
as it is presently formulated is not very satisfactor{r' for the full
optimization probvlem. Oscillations were still encountered during the
optimization test runs and optimization gain manipulations would be required
to achieve satisfactory convergence. Apparently the. system control intere-
actions must be  recognized by the formulation before second order routines
will offer an advantuge
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Section 5.0
CONCLUSIONS

It is difficult at this point to reach final conclusions. The
gradient approach offers & major improvement for the future on lsunch
system synthesis problems. While practical reliable routines have eluded
us to date, they are certainly on the horizon. It is fair to say ‘that we
are closer to these routines today than we were to the modern txajectory
routine four years ago. Within the next two years we can expect that =
major portion of the design synthesis activity presently concermed with
determining optimums can be redirected toward the more difficult prohlem
of the basic concept, and high speed computer routines can assume much of
the previous activity.

The work described covers a range of topics on the subjert of
applied gradient optimization techniques. The emphasis has beem omn the
experience gained through the application of these techniques to Tepre=-
sentative design optimization problems for multi-stage liquid propellant
launch systems. Their mission was to deliver payloads from the Earth's
surface to low altitude circular Earth orbits. The material presentedl has
covered the complete spectrum from the detailed pro'blém formilation to &
thorough review of the results obtained on specific problems. The approsch
used and the results obtained from a convergence study concerned with the
problems introduced by major non-linearities have been describved. Some of
the techniques investigated were applied to the launch vehicle yrohlem amd
their behavior was reviewed.

In conclusion, the following comments are offered on the subjects
considered during this _gﬁ:_udy.



and Formulation

i The dual-loop gradient optimization routine described in this report
car produce acceptable solutions to the design synthesis problem for liquid
Pprogellant launch vehicles when the rrodblem is formulated so that the
Ixffinences of the trajectory environment on the design are removed.

2. The dual-loop technique represents an intermediate position between
triak and error methods with trajectory optimization programs and a com~
plete gradient system optimization routine that includes the trajectory
contrals,

3. It offers the advantage of a series of intermediate design outputs
with the corresponding optimum launch trajectories.

4, Sufficient flexibility is retained to accept any form of design
egmation by simply replacing the simple relationships Presently in use,

Se The routine may be attractive in situations where the non-linearities
in #he system cause problems s because second order steps can be computed by
re—:mlving the high speed vehicle locp without re-entering the trajectory
loop.

6. The routine is slower than a complete gradient solution since the
manber of trajectory optimizations required is equal to the product of the
number of system iterations and trajectory iterations rather than to the
nunber of system iterations. The trajectory con@utation requires a high
percentage of the total conmuting time,

T The same approach can be used when the environmental influences

are known by adding environmental constraints on such parameters as dy'namic
pressure and heating, for example ) and then treating those quantities as
system controls during the optimization process,

Optimization Study Results

1. \The major performance changes for continuous burn ascents were those
associated with changes in mission altitude and specific impulse,
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2. Fifty percent changes in the stage weight factors produced payload
changes of less than 6%; however, when the system was re-optimized, radical
changes in the optimized design of the final stage occurred.

. .
3. Three~-stage configurations did not perform significantly better than
two=-stage configurations.

, The total burn time roughly doubled when the mission altitude was
increased from 100 to 400 rm.

5.  Direct ascent to 40O mm is impractical because the payload lose
from the 100 nm case could be halved by introducing a coast during ascent.

The total system burn time would also be about halved by this change in
the mission mode.

6. The net payload loss associated with changes in the system design
can be significantly reduced by re-optimizing the system; however, Yn
general, rather large changes in the design parameters can be accep"!;ed'
with relatively small effects on payload. The major sensitivity is to
the final stage.

Convergence Study

1. Significant convergence problems were encountered with the gradieht
routine. Solutions for sample problems encountered during the study usually
required multiple computer passes with intermediate gain adjustments.

2. The current routine can be used to determine adequate solutions to
the system optimization problem but does not exhibit the rapid reliable
convergence of modern trajectory optimization programs.

3. Severe non-linearities in the form of strong inter-relationships
between the system controls were the source of the convergence difficulty.

TEIITIISS . W e

L, Simple automated ga:ln selection routines and crude non-linear
techniques radically improved performance on some problems. None of these



techniques produced consistently superior behavior on all problems.

Se The most effective solutions will recognize the control interactions
in the formulation.
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